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1. Introduction

The characterisation of the MIPAS instrument in this deliverable is related to the accuracy of the calibrated radiance spectra influenced by systematic instrumental errors and random noise. 

The work described in this deliverable is related to the ESA AO-Project #652 IRAC (In-flight Radiometric Accuracy Assessment of MIPAS) which is part of the ESA ACVT (Algorithm Calibration Validation Team). This work was funded by the Helmholtzgemeinschaft Deutscher Grossforschungseinrichtungen. Furthermore, a noise analysis was funded by IMK.

The results regarding radiometric accuracy and noise are summarised in the following list of documents. The first eight documents are related to the IRAC project.

[RD 1] Technical Note 1: Project description

[RD 2] Technical Note 2: Preliminary analysis of FM measurements

[RD 3] Technical Note 3: Spike detection and correction in nominal mode IGMs

[RD 4] Technical Note 4: Analysis of SODAP (orbit 503) gain sequence

[RD 5] Technical Note 5: Investigation of signal fluctuations

[RD 6] Technical Note: Background information on non-linearity assessment

[RD 7] IRAC Final Report

[RD 8] Proceedings CalVal Review meeting: Radiometric accuracy assessment of MIPAS on ENVISAT

[RD 9] Final report: Noise analysis of MIPAS/ENVISAT in-flight measurements, Auftragsnummer: 315/20228879/IMK, Autragsnehmer: DLR/IMF

[RD 10] Detailed Processing Model and Parameter List Document (DPM/PDL) for MIPAS Level 1b Processing (PO-RP-BOM-GS-0003)

[RD 11] Description of simulation model for the MIPAS system simulator (PO-RS-BOM-SY-0001)

[RD 12] Technical Note 1+2, Change #1 of contract 16150/02/NL/SF: Enhanced Analysis of MIPAS Radiometric Performance Using In-Flight Calibration Data

During the IRAC project a dedicated IDL tool was developed allowing flexible and fast analysis of MIPAS level 1a data with respect to systematic and random systematic errors. 

2. Detector non-linearity

2.1. Introduction

MIPAS has eight detector channels, four of which are photoconductive and four are photovoltaic. The photoconductive detectors cover the wavenumber range 685-1500 cm-1 (bands A, AB, and B) and exhibit non-linearities, i.e. the detector signal is not linear wrt the incident photon flux. Thus, the interferograms are deteriorated. There are two consequences for the resulting spectra. First, spectra with different total photon flux show intensity errors which can be represented by different scaling factors. Second, additional spectral signatures appear. In case of MIPAS, however, due to the narrow spectral bands, these signatures are out-of-band and cause no systematic errors.

The non-linearity correction of the photoconductive channels of MIPAS is achieved by scaling scene, DS, and CBB spectra by non-linearity correction factors expressed as a function of ADCMAX-MIN values. The function uses two parameters characterising the specific detector non-linearity at a given detector temperature and relates the source photon flux to the appropriate point on the detector response curve. It should be emphasised that ADCMAX-MIN values represent the total detected photon flux of a source seen by the interferometer, including modulated thermally emitted radiation of the interferometer.

Detector non-linearity leads to artificial spectral features. Since in case of MIPAS a quadratic non-linearity term is sufficient for representing the detector non-linearity and furthermore there is no overlap of the spectrum and the non-linearity-induced features no radiometric error occurs. This justifies the simple scaling described above. A well-known procedure for non-linearity correction is to correct the interferogram by minimising the artificial spectral features. This procedure works very well in case of absorption spectra whereas in case of emission spectra, where radiometric calibration is involved, this simple correction most likely will fail. The different scaling factors for scene, DS, and CBB are not automatically obtained by internally removing the non-linearity contribution from the interferogram. In order to do corrections in this case the DC values at the detector must be known and taken into account (see PHD thesis Anne Kleinert, IMK, Karlsruhe, 2003). In case the DC values are not known there is to our knowledge no method available sofar to deduce the detector non-linearity for emission spectra from artificial spectral features.

2.2. Assessment method for non-linearity correction

DC detector values are not available in case of MIPAS and thus there is no simple way for non-linearity correction from the artificial spectral features. Although the relative response variation due to detector non-linearity as a function of detector voltage variation is available this information cannot be used since the absolute detector voltage is not available. The actual point on this curve for any given interferogram is thus not available. The ADCMAX-MIN​ value is proportional to the DC photon flux associated with modulated radiation. Furthermore, it also indicates the voltage variation within an interferogram. The crucial question is how the variation within the interferogram (change of ADC values by modulation) is related to changes of photon flux (change of ADC values by source variation). The ADCMAX-MIN values as used in the level 1b for non-linearity correction represent different source photon fluxes. 

In the following a derivation is given. At first, detected photon fluxes as function of incident photon fluxes are defined.
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where ( stands for photon flux, index D for detector, index I for incident, T for the transmittance of the interferometer, index MOPD for photon flux at maximum optical path difference, indices MAX and MIN for interferogram maximum and minimum, respectively, and (eff for the effective modulation efficiency. Although the (D,MIN value is not observed in a real interferogram the results of the derivation are not affected. The effective modulation efficiency arises from non-ideal optical elements deteriorating interference. The modulation efficiency is labelled “effective” since it is a weighted average of the spectrally dependent modulation efficiency. The photon fluxes are idealised which is sufficient for this derivation.

In the next step an expression for ADCMAX-MIN is given.
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The change of the ADCMAX-MIN with source variation can be expressed by the following derivative
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whereas the change by modulation is given by
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The first derivative is linked to the variation of the total photon flux and thus represents the source variation, whereas the second derivative is linked to the difference of photon fluxes and thus represents the change in the interferogram. It should be noted that the derivative wrt any difference leads to the same result, e.g. 
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The important result of the derivation is the factor 2(eff larger derivative for source photon variation. In order to convert ADC values in the interferogram into the ADCMAX-MIN of the source variations scale (where the detector non-linearity is characterised in) the interferogram ADC values have to be scaled by 2(eff, resulting from substituting the constant in (I) by (II).

The result of this derivation can be made plausible. Assume a straight detector response curve which is labeled by ADCMAX-MIN of the varying source. Assume a detector voltage of zero for photon flux zero and an effective modulation efficiency of 1. Suppose an interferogram with a  specific ADCMAX-MIN. The interferogram must be centered around this point and range between 0 and 2ADCMAX-MIN. In order to convert the interferogram ADC values (originally ranging from –ADCMAX-MIN/2 to +ADCMAX-MIN/2) into the given scale they must be multiplied by 2. Now suppose an effective modulation efficiency of 0.1. The ADCMAX-MIN labeling still the same DC photon flux will be 10 times smaller. The photon flux span of the interferogram, however, is ten times smaller when compared to modulation efficiency 1 but the ADC​MAX-MIN still corresponds to the full DC photon flux. Thus, the interferogram ADC counts must be multiplied by the effective modulation efficiency to convert to the given scale.
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The scaling factors fnlin(x) as applied in the level 1b processor correspond to the slope of the inverse detector response function. In order to correct the non-linearity within an interferogram applying the non-linearity correction factors we have:

The sign in the upper integration limit depends on whether the interferogram maximum appears at positive or negative ADC values (here for negative). The prefactor 1/2(eff compensates the scaling introduced by the upper integration limit.

For the assessment of the level 1b non-linearity correction factors the effective modulation efficiency was fitted by minimising the artificial spectral features and the resulting modulation efficiencies were compared for different scene and CBB interferograms. 

2.3. Propagation of non-linearity factor errors into scene radiance spectra

The calibrated scene radiance LSc is given by
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where G is the radiometric gain, SSc and S​DS the measured scene and deep space spectrum, respectively, and TSc and TDS are brightness temperatures of scene and deep space, respectively. The brightness temperatures are effective blackbody temperatures where the area of the Planck function and the spectrum are equal for a chosen spectral interval. Actually, the scaling factors for non-linearity correction fnlin are defined as function of ADCMAX-MIN (see last chapter), but here they are given as function of brightness temperature for clarity.

The radiometric gain is given by
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where LCBB is the radiance of the calibration blackbody at temperature TCBB, and SCBB the corresponding measured spectrum. The scaling factors’ error propagated into the calibrated scene radiance is given by
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The error by the deep space can be neglected since the scaling factor is very close to 1 and the error introduced negligible. For the analysis it was assumed that
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fnlin-1 is a measure of the actual non-linearity correction. In case of fnlin=1 there is no correction and thus no error. Between a variation of the effective modulation efficiency and the scaling factor the following relation was found:

2.4. Status of non-linearity characterisation in commissioning phase

The BOMEM company has developed a method for non-linearity characterisation based on measurements at different blackbody temperatures. Since the blackbody radiance is known, the non-linearity of the detectors can be derived. An on-ground characterisation has been performed in 1999, where an external calibration blackbody source with a temperature range of 190 to 240 K was applied. There was only a common curve for forward and reverse interferometer sweeps, furthermore the instrument temperature was about 200 K. The characterisation was redone in the commissioning phase in-flight and the onboard calibration blackbody (CBB) was used. Since the onboard CBB cannot be cooled and the instrument temperature was 220 K the temperature range of the CBB was limited to 230-245 K. Figure 1 shows the resulting non-linearity correction factors (new) together with the on-ground factors (old) for channel A1. 
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Figure 1. Non-linearity correction factors for channel A1 as function of A/D-converter extrema. The ADCMAX-MIN values corresponding to CBB measurements, the DS, and an atmospheric spectrum at 5 km tangent height (FASCODE simulation) are indicated. The arrow IF4 denotes the commissioning phase measurements with the variable CBB temperature, the arrow IF16 the dedicated raw data mode scene measurements for non-linearity characterisation assessment.

The old and new curves are very different and radiance spectra calculated with these curves differ by more than 5% which is the radiance accuracy specified by ESA. Furthermore, forward and reverse measurements show unphysical large differences in case of the new curves. This leads to the suspicion that due to the very limited CBB temperature range for the new curves the non-linearity characterisation is not sufficient. 

2.5. Non-linearity correction assessment

The new method for non-linearity correction assessment fits the modulation efficiency by minimising out-of-band spectral artefacts. This required raw data mode scene measurements in the commissioning phase, labeled IF16. In nominal mode (standard MIPAS measurement mode) data are digitally filtered to reduce bandwidth and do not contain out-of-band regions. Only the raw data mode transmits undecimated and unfiltered A/D converter output.

The assessment was performed regarding several aspects: 

· forward/backward + digitisation 

· radiometric accuracy for on-ground (old) coefficients 

· radiometric accuracy for in-flight (new) coefficients

By fitting the effective modulation efficiency for different spectra the error of the correction factor was inferred from the maximum difference of the fitted modulation efficiencies. Although this error is only given for a particular brightness temperature difference it was assumed that the relative error does not depend on brightness temperature as indicated in the last equation. Certainly, if the true modulation efficiency would be exactly between the extreme values the error is only half the difference. However, the true modulation efficiency could be even further off than the difference and thus the error even larger. 

2.5.1. Investigation of forward/backward and digitisation effects (old non-linearity correction coefficients) 

The ADCMAX-MIN values are only approximations of the true interferogram maximum because

· phase errors affect the interferogram

· the minimum is affected by the spectral distribution and only valid for a monochromatic signal

· discrete digitisation

In order to test the validity of these approximations, forward/backward CBB and scene measurements at 19.6 and 22.1 km tangent (these tangent heights were estimated from the pointing angle only) were investigated and listed in the following table.


CBB forw ADCMAX-MIN
CBB forw (eff
CBB back ADCMAX-MIN
CBB back (eff
Sce 19.6 forw ADCMAX-MIN
Sce 19.6 forw (eff
(eff %diff (CBB forw/back)
Sce 22.1 No 38 back (eff
(eff %diff (Sce/CBB) back

A2
37850
0.6834(33)
38549
0.6779(27)
34440
0.6958(25)
1.8(0.8)
0.6919(22)
2.1(0.7)

A1
41396
0.8003(53)
40870
0.7994(43)
37184
0.8090(38)
1.1(1.1)
0.8108(35)
1.4(1.0)

B1
35634
0.7139(34)
35576
0.7218(28)
32309
0.7303(74)
2.3(1.5)
0.7410(65)
2.7(1.3)

B2
32434
0.788(14)
31656
0.812(13)
26183
0.821(21)
4.2(4.3)
0.848(25)
4.4(4.5)

The results for channel B1 and B2 should be regarded with care since the non-linearity for these channels is small and the modulation efficiency fit requires a substantial non-linearity. Thus, the channels A1 and A2 are much more important for this investigation and results will be focused on the A channels.

The following results have benn obtained:

· Forward/backward: 

· A2: Maximum ADC span difference of 2%. Maximum (non-linearity correction factor–1) difference 2.1%. 

· No difference between scenes. 

· Other channels: good agreement. 

· Digitisation effect: 

· Maximum significant effect for A2. Maximum (non-linearity correction factor – 1) difference 2.1%

2.5.2. Investigation of brightness temperature dependence (old coefficients)

In order to test the validity of the on-ground coefficients modulation efficiency fits were performed with a number of scene measurements at 19.6, 27.6, and 71.6 km tangent height, covering a substantial brightness temperature range (see ADCMAX-MIN). Results are given in the following table.


Scene 19.6 forw ADCMAX-MIN
Scene 19.6  forw (eff
Scene 27.6 forw ADCMAX-MIN
Scene 27.6 forw (eff
Scene 71.6 forw ADCMAX-MIN
Scene 71.6 forw (eff
worst case ratio (eff

A2
34440
0.6958(25)
22225
0.7536(75)

0.783(14)
1.13

A1
37184
0.8090(38)
20957
0.832(16)
11212
0.798(26)
0.96

B1
32309
0.7303(74)
22396
0.740(13)

0.541(81)?
0.74?

B2
26183
0.821(21)
14868
0.81(11)

0.83(31)?
1.02?

Again, the results for channel B1 and B2 should be regarded with care.

· Maximum (non-linearity correction factor – 1) difference 13% for A2 

· Maximum (non-linearity correction factor – 1) difference 4% for A1

· Since 0.8 is reached at low temperature for A2 and is rather constant for A1 we assume an error for A2. Extra error of (non-linearity correction factor – 1) difference 2%

2.5.3. Investigation of brightness temperature and forward/backward dependence (new coefficients)

Tests were done with forward sweeps for different tangent heights 19.6 and 71.6 km to investigate brightness temperature dependence as well as forward and backward sweeps with similar tangent heights to investigate the effect of the strongly differing forward and backward correction factors. Results are given in the following table.

Scene 22.1  back ADCMAX-MIN 
Scene 22.1 back (eff
Scene 19.6 forw ADCMAX-MIN
Scene 19.6 forw (eff
Scene 71.6 forw ADCMAX-MIN
Scene 71.6 forw (eff
Ratio 71.6/19.6 (eff
Ratio forw/back (eff

A2

0.7583(24)
34440
0.7486(27)

1.058(28)
1.41
0.99

A1
36197
0.9255(40)
37184
0.8063(38)
11212
1.074(36)
1.33
0.87

B1

0.7386(65)
32309
0.7137(73)

0.367(58)?
0.51
0.97

B2

0.778(23)
26183
0.736(19)

0.63(21)
0.85
0.95

Again, the results for channel B1 and B2 should be regarded with care.

· (non-linearity correction factor – 1) difference 41% for A2 

· (non-linearity correction factor – 1) difference 33% for A1 

· (non-linearity correction factor – 1) difference 13% for A1 forw/back

The most important conclusion is that the new in-flight non-linearity characterisation leads to severe systematic errors. The error propagation for the old non-linearity correction, as shown in Figure yyy for channel A2, shows a maximum radiometric error around 4% in case of a 13% error of (non-linearity correction factor – 1). Clearly, in case of the in-flight characterisation the radiometric error will exceed 5% substantially. Thus, it was suggested to and accepted by ESA to use the old characterisation data for the level 1 processing.
2.6. Radiometric errors for the old detector characterisation

Since the new coefficients were shown to be not valid and the old data are used, in the following a detailed error propagation is given in case of the old coefficients. In case of the A2 channel, showing the largest error, it was assumed that the true value for the modulation efficiency was obtained at low brightness temperature since these values are similar to those for A1 obtained for the entire range of brightness temperatures and the modulation efficiencies for A1 and A2 should be rather similar because of their spectral overlap. This strengthens the assumption that the error is given by the maximum modulation efficiency difference.

The math for error propagation into calibrated scene radiance was worked out with MathCAD. In case of the IF4 (different CBB temperatures) measurements the ADCMAX-MIN values can be related to different CBB temperatures and thus allow to express the non-linearity correction factors as function of the temperatures. For simplicity a linear relation was assumed. The resulting percentage error in the radiance spectrum depends on the average brightness temperature of the scene as well as the actual spectral radiance.  The contour plot in Figure 2 shows the resulting relative radiance errors in case of channel A2, based on the modulation efficiency differences mentioned above. 

Spectral ratios of CBB and DS are needed for the error propagation. The ratio was found to vary between 4.3 and 5.5 with only small influence on the result. Scene spectral intensity was varied from DS+5 NESR0 to CBB+DS which corresponds to the intensity variations within a spectrum for lines suitable for retrieval. The x-axis is the average brightness temperature which varies between 0 and 240 K. Fascode forward modeling has shown that brightness temperatures at lowest tangent height of 6 km will not exceed 240 K.

At high tangent height (small eff. brightness temperatures) the error varies only slightly with scene intensity and is on the order of -3%. The largest error up to 5% occurs at highest scene brightness temperature and lowest scene spectral intensity, i.e. weak lines will have a rather large radiometric error. It should be noted that the sign of the error changes.
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Figure 2. Error propagation for a 13% error in (non-linearity correction factor – 1) as found for channel A2 from modulation efficiency fit.

2.7. Outlook

From ESA point of view the non-linearity situation was not satisfactory and ESA wanted in-flight characterisation to properly account for the aging of detectors and optics. DLR developed a non-linearity characterisation method by using the out-of-band information in raw data mode scene measurements together with the measurements at different CBB temperatures. This should improve the systematic radiometric error to below 1%. The method was developed under ESA contract. The new detector curves show much more consistent modulation efficiencies. Furthermore, intercomparison of channels A1 and A2, which cover the same wavenumber region, allowed for validation. While the old coefficients gave differences of 1.1% for selected data sets, the differences decreased to 0.4% for coefficients derived with the new method.

3. Microvibrations

3.1. Introduction

In the document TN4 – Analysis of SODAP (orbit 503) gain sequence [RD 4] – a section about radiometric analysis of signal fluctuations is given. In the present document the radiometric impact is investigated in depth and a mathematical model presented.

3.2. Radiometric impact

The investigation started by forming ratios of a series of CBB spectra and their sum spectrum. Ideally, this ratio should be 1 in the real part and 0 in the imaginary part, except for random noise. However, a systematic deviation from the expected ratio was observed showing a repetitive pattern for a series of consecutive spectra. The pattern is characterised by the real part oscillating between extrema symmetric about 1 as shown for channel A2 in Figure 3 (left) and the imaginary part showing a similar behaviour (Figure 4 left) but for different spectra. The corresponding imaginary part (Figure 3 right) for the spectra showing the real part extrema is small and the real part (Figure 4 left) for the spectra showing the imaginary part extrema shows almost no deviation. It should be noted that whereas the real part in Figure 4 is close to the ideal (value 1) the imaginary part is somewhat systematically off the ideal (value 0). 
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Figure 3. IF 4, orbit 1621, channel A2, CBB. Spectra selected for maximum real part deviation.
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Figure 4. IF 4, orbit 1621, channel A2, CBB. Spectra selected for maximum imaginary part deviation.

The systematic deviation shows a simlar behaviour for all channels as indicated in Figure 5 and is present in forward and reverse sweeps.

The systematic deviations have a period of 15 to 25 s differing between FM on-ground, SODAP, and different IF measurements. Such a period is associated with a frequency which, however, is not necessarily the frequency of the cause of the deviations. Sampling occurs only every 0.85 s (the repetition period of low resolution IGMs) and folding of higher frequencies into the resulting alias of 1/(2x0.85 s) = 0.59 Hz is likely. The periodic behavior was observed from a Fourier transformation of a autocorrelation of the spectra in time, given in Figure 6.

[image: image18.emf]    [image: image19.emf]
Figure 5. IF 4, orbit 1621, sweep 1183 (left), sweep 1143 (right), channels A1-C, CBB. Channel dependence of systematic deviation.
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Figure 6: Fourier transform (auto correlation((real part(A1 CBB – average(A1 CBB))/modulus(average(A1 CBB))))). The deviation from 1 of the real part corresponds to a radiance error in the calibrated scene. The calibration corresponds to a division of a complex scene spectrum by an averaged complex CBB spectrum (neglecting the DS offset) which was simulated by dividing individual CBB spectra by their average. Errors up to 1% were observed. 

The deviation from 0 of the imaginary part had consequences for the level 1 processing. It was expected that the imaginary part of a calibrated scene spectrum is random noise centered about 0 only. In the level 1 processing the NESR was calculated from the RSS (root sum square) of the imaginary part. The systematic error presented here causes NESR values to be periodically too large. Since the level 2 processing requires correct NESR values the level 1 processing was modified. Following a suggestion from DLR a piecewise mean is formed and the RSS calculated after subtracting this mean value. 

3.3. Mathematical model

We identified three different periodic perturbations of an IGM that might lead to the observed deviations. The unperturbed IGM is given by
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where I(n) is the IGM value of point n, ((n) the optical path difference where I(n) is sampled, and LWN is the laser wavenumber of the laser diode controlling sampling.

3.3.1. Amplitude modulation
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where (mod is the modulation frequency, vopt the optical velocity of the ODS, (mod the phase of the modulation wrt ZPD crossing, and dmod the modulation depth, which is here given as fraction of the unperturbed instantaneous IGM value. The term n/(voptLWN) gives the time of sample n.

3.3.2. Laser wavenumber modulation
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Here, dmod is given as the fraction of the unperturbed sampling interval 1/LWN. This causes small sampling point displacements around ZPD (n=0) and large displacements at high optical path differences.

3.3.3. Modulation of the sampling position
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Here, dmod is the amplitude of the displacement of the sampling point from its unperturbed position. 

The observed fluctuations could only be explained by the “modulation of the sampling position”. In order to verify this the fluctuation was modeled applying the A2 CBB spectrum. In order to easily parameterize the modulus of the spectrum it was expressed as sum of three Gauss functions. In previous documentation [RD 4] it was shown that the fluctuations had a time constant of  about 21 s (0.048 Hz). The model, however, required a substantially larger frequency in the few hundred Hz range. Since the time constant was derived from consecutive forward sweeps at low resolution the Nyquest frequency linked to the repetition rate of the measurements was 0.29 Hz. Thus, aliasing occured from frequencies outside the sampling rate. The model was now run with different modulation frequencies, phases and depths. Imaginary and real part spectra were modeled and compared with the measurement. Fig. 7a and b show the results for different modulation frequencies. Best agreement is achieved for a modulation frequency around 400 Hz and 1% modulation depth (dmod/LWN).
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Figure 7a. Modeled and observed maximum fluctuation in real part of spectral ratio.
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Figure 7b. Modeled and observed maximum fluctuation in imaginary part of spectral ratio.

The model showed that ghost lines are expected with 0.4% intensity of each spectral line at a distance of ((modulation frequency/10) cm-1. A sensitive method was developed for sensing ghosts in MIPAS calibrated scene spectra. Depending on the phase of the modulation ghosts appear in the real or imaginary part of the spectrum. Since the imaginary part of the calibrated scene normally contains noise only, the ghosts will be easily detected. Each ghost will have a partner spaced by twice the distance from the carrier. If many lines are visible, of course many ghost lines are expected. To enhance the detection sensitivity the autocorrelation of the imaginary part was used. In order to cover the largest ghosts in the imaginary part a series of spectra was investigated although the model indicated fluctuation phase the maximum ghost intensity was to be expected. There was a tentative detection of ghost lines. The radiometric impact could not be assessed sofar.

3.4. Cause of modulations

Mechanical vibrations changing the optical path difference in one interferometer arm wrt the other will cause sampling position modulation. Possible sources are the Sterling cooler or the mirror drive itself. It should be noted that this kind of fluctuations was also present during the FM2 measurements in Ottobrunn 1999 with about the same amplitude. Thus, these vibrations are not specific to the satellite bus of ENVISAT. On request from ESA we analysed CBB spectra regarding fluctuations from orbits 3011 and 3269 which differed by the amount of vibration by the Sterling cooler since for orbit 3269 vibration cancellation was disabled. Since the fluctuation does not differ, as can be seen in Figure 8, Sterling cooler vibration can be ruled out as cause for the fluctuations.

[image: image26.emf]
Figure 8. Real part of spectral ratio with largest effect from microvibrations for orbit 3011 and orbit 3269.

3.5. Outlook

The cause of microvibrations should be identified and tested during the lifetime on a regular basis. Furthermore, since the fluctuations are regular patterns, the correction within an enhanced level 1 algorithm is feasible.

4. Phase errors

Up to date no extended investigation of phase errors is available. As for the on-ground measurements the instrument shows an excellent phase stability. For some examples a different route was taken for assessing phase errors. Scene, gain, and offset spectra were phase corrected prior to radiometric calibration. The calibrated scene showed only marginal differences to the standard product. The standard product is derived using a complex gain. Any phase error should influence the radiance spectra as well as yielding non-zero imaginary part. The phase correction before calibration avoids phase errors introduced by instrument drifts.

5. Ice contamination

Radiometric gains were found to increase slowly with time, then drop to the initial value when warming up the focal plane unit. Ratios of radiometric gains approximated by ratios of CBB spectra (Figure 9) measured after and before warming of the focal plane unit show distinct spectral signatures which coincide with the absorption spectrum of water ice at low temperature (URL: www.strw.leidenuniv.nl/~schutte/database.html), spectrum of ice @ 80 K). This is due the outgassing of water vapor from various surfaces of ENVISAT and deposition of ice on cold surfaces in the focal plane unit which was remove by warming up. The Gain change is rather large (up to 50%) and from the spectroscopic ice data and the gain change a thickness of 0.4 µm was estimated. Whereas channels A and C are heavily affected, channels B and D show minor changes, only. The detectors associated with the complementary interferometer output labeled with “2” are more affected. Furthermore, channel C has even more ice formation. 
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Figure 9. Top traces: Ratio of raw data mode CBB spectra IF16 (orbit 1680) and IF3 (orbit 893). Lower trace: Ice optical depth.

Deposition will slow with time but may require more frequent gain calibration or modeling of gain drifts. Occasional warming of focal plane unit may be necessary. Another radiometric problem is linked to the non-linearity correction. Since the non-linearity correction factors are obtained for a certain background photon flux they may not be valid anymore with ice contamination, since this alters the detected background photon flux. This needs to be quantified in order to estimate requirements for warming-up cycles.

6. Radiometric calibration assessment

In-flight characterization measurement IF4 contains CBB interferograms for different CBB temperatures. The photoconductive channels A1, A2, AB and B were corrected with the old non-linearity correction factors. 300 forward sweeps for all channels for CBB and DS for the temperatures 229.7, 234.9, 239.6, 246.4 K were averaged and radiometric gains formed. The averaging removes the fluctuations caused by microvibrations. Gains were ratioed for each channel against the gain for 246.6 K. Figure 10 shows gain ratios for CBB=229.5 K and 246.5 K. The maximum difference from 1 was found in channels A1 (0.7%) and C (0.4%) both for the largest temperature contrast and can be attributed to water ice contamination over the 15 orbits of the measurement duration. Beside this the ratios deviate from 1 within 0.3%. Due to the very non-linear relation of blackbody temperature and spectral radiance substantial temperature errors outside specifications would have caused larger differences. Furthermore, this indicates the validity of the old non-linearity correction factors within the given brightness temperature range. However, a deteriorated blackbody emissivity differing significantly from 1 cannot be detected unless the radiation reflected into the field of view of the instrument due to a deteriorated blackbody surface is significant when compared to the blackbody radiance. The imaginary part of the ratios showed differences up to 0.3% which is quite small and can be expressed as phase variations over the 15 orbits where this data were taken.

[image: image28.emf]
Figure 10. Gain ratios for gains derived from CBB=229.5 K, 246.5 K. 

7. Noise

One limiting factor of the radiometric accuracy is the propagated noise seen by the detector. A detailed noise model helps to monitor the health of the instrument and to identify systematic error sources. Such a model was developed within the frame of another project ([RD 9]: Final report: Noise analysis of MIPAS/ENVISAT in-flight measurements) and applied to in-flight data. Furthermore, noise and temporal variations in interferograms and spectra have been investigated applying the IDL tool developed within IRAC. The work package for the noise investigation is detailed in [RD 1].

7.1. Input data

Scalar constants

Data
Description
Source

A(f
Optical throughput of field stop 
MISS

A(a
Optical throughput of aperture stop 
MISS

Tinst
Instrument temperature
adjusted

T2nd
2nd interferometer input temperature
adjusted

MOPD
Maximum optical path difference
exp

Tt
Blackbody target temperature
exp

vopt
Interferometer optical velocity
MISS

LWN
Reference laser wavenumber
exp

(start
Starting wavenumber for calculations
def

(end
Ending wavenumber for calculations
def

((
Wavenumber step for calculations
def

Channel-dependent input data, channel identifier c
Data
Description
Source

(fraw
Frequency bandwidth in raw data mode
exp

(mod
Modulation efficiency
exp

(quant_eff
Effective detector quantum efficiency
adjusted

fnoise
Ratio (thermal excitation + background photon flux)/ background photon flux
adjusted

fdec
Decimation factors 
DPM

nigm-nom
Number of data points in high resolution nominal mode interferograms
exp

nalias
Alias number in nominal mode
DPM

nfold
Folding integers (see DPM)
exp

Spectrally dependent input data

Data
Description
Source

tinst
Total instrument transmittance 
MISS

twarm
Warm instrument transmittance 
MISS

rtdic
Reflectances or transmittances of dichroics 
MISS

Rexp_rel
Spectral overall relative experimental responsivities
exp

rbef_field
Reflectivity of mirrors before field stop 
MISS

rbef_interf
Reflectivity of mirrors before interferometer 
MISS

raft_field_bef_interf
Reflectivity of mirrors after field stop and before interferometer
MISS

Latm
Atmospheric radiance spectrum
FASCODE

fdig
Digital filter coefficients
ESA

The last column of the input data shows the source. Some data were taken from MISS, some data were extracted from the DPM [RD 10], others were obtained experimentally from in-flight data with the IDL tool. One special data set was directly supplied by ESA. Further data were adjusted using measurements. 

The frequency bandwidth (fraw was deduced from the difference of two consecutive raw data mode CBB spectra. These differences show the spectral dependence of the noise level which gives the overall gain curve of electronic filter and amplifier. Filter cut-offs were defined by the points where the noise level dropped to 50%. In case of channel B1 the cut-off was above the Nyquist frequency at 38 kHz. Although this increases the spectral noise level close to the Nyquist frequency the wavenumber range of channel AB is not affected.

Reflectivities of MIPAS mirrors were taken from MISS and used to calculate tinst, twarm, rbef_field, rbef_interf, raft_field_bef_interf which were input to the noise model. Optical filter curves for individual detectors tdic, shown in Figure 11, were calculated from rtdic taking into account the optical path in the FPO as given in the MISS description [RD 11].
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Figure 11: Optical filter curves for individual detectors as derived from dichroics´ transmittances and reflectivities given in MISS.

Experimental relative responsivities are calculated from in-flight raw data mode CBB (SCBB_exp,c) and DS (SDS_exp,c) spectra
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where ( is the wavenumber and L(Tt) the Planck function for target temperature Tt.

The modulation efficiency was a result of the detector non-linearity characterisation described in [RD 12].

7.2. Output data

Channel-dependent output data

Data
Description

SNigm_raw
Signal-to-noise ratio in raw data mode interferogram







Spectrally dependent output data

Data
Description

SDS_raw
Modelled deep space spectrum in raw data mode

SCBB_raw
Modelled CBB spectrum in raw data mode

(quant
Detector quantum efficiency

SNspec_raw
Signal-to-noise ratio in raw data mode spectrum

NESR
Noise Equivalent Spectral Radiance

S​nom
Modelled nominal mode spectrum of different targets with noise at MIPAS Level 1 sampling grid

S​raw
Modelled raw data mode spectrum of different targets with noise at MIPAS Level 1 sampling grid and user-defined sampling grid

After adjusting the model parameters NESR values were calculated and compared with measurements as shown in Figure 12. The completion of the noise model helped to understand and quantify the sources of noise and systematic errors and furthermore will allow to quantify the aging of the instrument. The model parameters indicate that the instrument is working close to the physical limit.
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Figure 12. Experimental and modelled NESR0 for all channels, IF16. Instead of DS spectra scene measurements with 80 km tangent height were used (target photon flux negligible as for DS) to have higher spectral resolution and thus less scatter in the NESR.

8. Conclusion

The MIPAS instrument shows some systematic errors mainly from detector non-linearity characterisation and microvibrations. Radiometric errors are inside specification. However, the specification goal is 1% instead of the 5% actually specified. Due to application of the same non-linearity correction factors for forward and reverse sweeps and alternation of the intensity for adjacent tangent heights results, causing oscillations in level 2 retrieval. This problem will be cured with the new non-linearity characterisation method. The characterisation is sofar not complete and would, anyhow, be outside the scope of this project. Pending issues are pointing jitter investigation, more thorough investigation on microvibrations, and the validity of non-linearity characterisation in presence of ice contamination on the detector optics.

The sensitivity of the instrument was found to be excellent.
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